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   An Outline:

•  Near-optimal hashing algorithm for approximate near(est) 
neighbor problem

--Local sensitive hash

• Finding similarity items from high-dimensional objects
       -- MinHash



Background

Nearest Neighbor: Motivation
•  Learning: nearest neighbor rule
•  Database retrieval
•  Vector quantization, 
     also known as compression



Challenge : Curse of dimensionality 

-- Difficult to compute large data set with large dimensions 
using original methods.

                                Approximate Near Neighbor

Background



Approximate Near Neighbor :

• c-Approximate r-Near Neighbor: build data 
     structure which, for any query q:
        – If there is a point p∈P, ||p-q|| ≤ r
        – it returns p’∈P, || p’ - q|| ≤ cr

Here, Local Sensitive Hash is employed.



   Local Sensitive Hash :

• Idea: construct hash functions g: Rd → U such that for any 
points p,q:

– If ||p-q|| ≤ r, then P[g(p)=g(q)]
is “high”
– If ||p-q|| >cr, then P[g(p)=g(q)]
is “small”

• LSH based on hamming norm.
• LSH based on projection.

-- Transfer high dimensional data onto lower dimensions and 
preserve their ‘distance’.



 LSH on Hamming Norm:



LSH on Hamming Norm:



LSH on Hamming Norm:

The algorithm :
We use functions of the form g(p)=<h1(p), h2(p),…, hk(p)>
•  Preprocessing:

– Select g1…gL
– For all p∈P, hash p to buckets g1(p)…gL(p)

• Query:
     – Retrieve the points from buckets g1(q), g2(q), … , until

Either the points from all L buckets have been retrieved, or
Total number of points retrieved exceeds 2L

     – Answer the query based on the retrieved points



•  Some detailed analysis :
– A crucial point : How to choose k and L ?

Intuitively, when k decreases, the precise of hash will increase;
                   when L decreases, some points may be ‘unfortunately’ 

missed.

LSH on Hamming Norm:



LSH on Hamming Norm:



   LSH on p-Norm – Based on projection



   LSH on p-Norm – Based on projection



   MinHash :

       -- Find  similar items from high-dimensional objects.

Main idea:
• Use Min-Hash Signature to preserve the ‘distance’ or 

‘similarity’ between objects.

• Use LSH to find approximate nearest neighbors of each 
objects from Min-Hash Signature 



  MinHash :

•  Define similarity : 
Similarity metric, “distance”, for sets
Jaccard similarity:



• Hash functions : 
• Minhash(π) of a set is the number of the row (element) with 

first non-zero in the permuted order π.

  MinHash :

Π=(1,4,0,3,2)



  MinHash -- Min-Hash Signature 



   An Outline:

•  For example :  A matrix of four sets with n elements

     set1 set2 set3 set4

1       1         3    2         1

2       1         3           2         1

3       1         2           4         1

MinHash signature : 



   LSH based on MinHash

Mean idea:
• Divide the signature matrix rows into b bands of r rows
• Hash the columns in each band with a basic hash-function, 

each band divided to buckets.
     If sets S and T have same values in a band, they will be 
hashed
     into the same bucket in that band.
• For nearest-neighbor, the candidates are the items in the same 

bucket as query item, in each band.



• An example : 

   LSH based on MinHash



   LSH based on MinHash



• Relationship between SIM(S, T) and the probability of becoming candidate with the 
value of r and b.

   LSH based on MinHash



• When choosing different r and b :

   LSH based on MinHash



   Summary : 

• Local sensitive hash -- Find nearest neighbors
– Transform high-dimensional data onto lower dimensions 

with similarity preserved(similar points are more likely to 
be hashed in the same bucket).

• MinHash – Find similarity items
– Use MinHash Signature to approximately preserve similarities 

between each other (aims to reduce data size).
– Use LHS to find neighbors of each node.
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